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Abstract In today’s driven world, Vehicle Collision(VC) is one of the primary
causes of injuries and fatalities on the road. The recent advances in technology help
us to predict and potentially avoid such incidents for a safer and smarter traveling ex-
perience. Thus, there is also a need to evaluate, compare and improve on these tech-
nologies. This paper includes analysis of 108 convolution neural networks(CNN)
created with different permutations of configurations (config.): Gaussian Mixture
Model, kaiming weights and biases, average or max pooling, dropout and additional
fully connected layer, negative log likelihood loss, cross entropy loss or multi-class
hinge loss, stochastic gradient descent or Adam’s optimizer, and padding in con-
volution layers. The detection of VCs is performed upon 8,284 data points using
CNN. The analysis of best and worst performing CNNs has also been presented to
understand the nature of the prediction resulting due to certain pairings. The ma-
jor contribution of this paper involves the proposal of a collision detection system
which is highly efficient, accurate and loss-less with low computation cost in mem-
ory and time, making it implementable in applications requiring less infrastructure.
It also analyses the different config. that work for this task of detecting collisions.

1 Introduction

Introduction of autonomous vehicles (AV) can reduce maneuvers of conventional
vehicle (CV) drivers like ’right of way violation’ [1] and accidents with pedestrian
by 90% [2]. Yet, AVs increase CV drivers’ maneuvers of ’following too closely’
and ’unsafe speed’ [1]. Though AVs perform better in structured environments over
complex ones[9], AVs can fail in right decision making despite testing in highly
controlled settings. To prevent unforeseen accidents and improve the AVs’ efficiency
and safety, research and development is required on VC and its impact.

Traditional machine learning algorithms [13] have been used to detect the ac-
cident via computer vision techniques such as random forest classifiers (RFC) [8],
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support vector machines (SVM) and artificial neural networks (ANNs). Traditional
feature extraction methods like local binary pattern[3], histogram of gradients[18],
maximally stable extremal regions[6] and speeded-up robust features [7] have been
used on the RFC to extract image features in a single matrix. The proposed model
(PM) is inspired from using MaxPooling (MaxPool) to select the local maxima from
multiple input layers and generate the desired features in the output layer [14]. The
ResNet50 model was used in [10] for collision detection. Other much extensive
work include using the LSTM architecture integrated along with Augmented Con-
text Mining (ACM) into the Faster R-CNN detector to complement the accuracy for
small pedestrian detection [16].

The major challenge faced was the system’s ability to identify vehicles’ acci-
dents. Accidents result in deformity of more than one vehicles when in contact.
While the non-accident database may contain any image other than accident, such
as, pedestrians, birds, and trees, there are attributes unique to every accident image.
This problem of object detection and analysis being further essential has been met
by making the accident dataset more concentrated than the non-accident dataset.

The major contributions of this paper are:
1. A CNN collision detection system that delivers 100% accuracy with full score in

precision, recall and f1-score, which is lossless in nature.
2. A low computation and run time system feasible for real world applications.
3. Result and analysis of the different config. of 108 CNNs and their trends.

The rest of this paper is organised as follows - Sec. 2 presents the preliminar-
ies, Sec. 3 provides information on the database, Sec. 4 describes the PM, Sec. 5
includes information on methodologies, Sec. 6 presents the analysis’ results and
finally, conclusion is mentioned in Sec. 7.

2 Preliminaries

Gaussian Mixture Model (GMM) [15] is used for better feature extraction.

Kaiming weights, and biases (W, B) [11] work efficiently with non-linear activa-
tions, especially ReLU, to help the model converge much easily.

Dropout on 1st fully connected layer and a 2nd fully connected layer (DFc) does
not let extreme or rare data values affect model’s results by being biased.

Average Pooling (AvgPool) helps in detection of smoother features, in comparison
to MaxPool that detects edges and corners more efficiently.

Padding = 0 on 1st convolution layer (C1P(0)) reduces image dimensions and
saves memory .

Negative Log Likelihood Loss (NLLLoss) function considers the uncertainty of
the prediction based on deviation from the actual class, represented as:

L(y) =−log(y) (1)
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Multi-class Hinge Loss (Hinge) is widely used for classifications with SVMs.

Cross Entropy loss function is the average difference between the true and pre-
dicted probability distributions which minimizes nearing to zero (ideal score).

Stochastic Gradient Descent (SGD) optimizer is cheaper, noisier and takes more
steps to reach the minima, unlike Gradient Descent. SGD is used with either no
momentum (SGD(0)) or with momentum = 0.9 (SGD(0.9)).

Adam optimizer is a first-order gradient that requires little memory. Individual
adaptive rates are calculated for varying parameters from 1st and 2nd gradient mo-
ments’ estimates[12].

3 Database used

While certain laws prohibit data retrieval for detecting vehicle collisions, minimal
to no data is available on open data platforms as accidents are rare events [5] and
adequate amount of cameras are not being used on devices and roads[17]. Dataset
for this work has been collected via web scraping from Google and Accident Images
Analysis Dataset [14].

4 The proposed model

In the PM as visualized in Fig. 1, image processing techniques have been performed
on input images, which are changed into grayscale color composition and trans-
formed into tensors of constant dimensions (28 x 28 x 1). Grayscale aids in feature
extraction while consuming less memory with 1 color channel as compared to 3
color channels of RGB. The analysis has been performed on 8,284 datapoints.

Fig. 1 The proposed CNN with config. to classify the images as ’with accident’ or ’without acci-
dent’. Denotions used are Conv: Convolution Layer, BNN: 2D Batch Normalization, ReLU

Before our system is subjected to classification, some of the config. involve using
GMM on the input tensors before being fed to the PM. The PMs are fit to the needs
with the below described config., and trained on 30 epoch iterations with the train
loader divided into batches of 20.
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• This CNN comprises of 4 convolution layers with a 3x3 kernel and padding = 1
each. First convolution layer of some config. has no padding.

• The output channels of the convolution layers which are 16, 32, 64, 128 respec-
tively undergo 2D batch normalization, ReLU activation and then pooling.

• Pooling is either MaxPool or AvgPool, of kernel size 2x2 and stride 2.
• The CNN has one fully connected layer and a log soft max layer to convert all of

the final output channels into a distribution of class scores.
• Some config. of the CNN adds DFc before the log soft max layer.

5 The process
The dataset is split into a 4:1 ratio by keeping 80% of the data as a training set, split
into batches of 20 and 20% of data as a testing set, split into batches of 22.

In Fig. 2, the test performance of CNN 1 of Table 6.2 is visualized on a batch of
test images. The classifier’s aim is to detect accidents in images. A “True” label sig-
nifies that an accident has taken place, whereas a “False” label signifies otherwise.

Fig. 2 Test performance of CNN 1 of Table 6.2: W, B + Hinge loss + Adam’s optimizer. Every
image is captioned in the format of Predicted Class (Actual Class)

The Table 6.1 depicts the baseline CNNs created on which further config.urations
were made with addition and removal of: GMM, [W, B], DFc, [AvgPool or Max-
Pool], C1P(0), [NLLLoss, Cross Entropy, Hinge] loss, [SGD(0), (SGD(0.9), Adam]
optimizer. These resulting 108 CNNs were categorized into- the best performing
model (illustrated in Table 6.2) and the worst performing models (illustrated in Ta-
ble 3) based on the following parameters:

Accuracy, Precision, Recall, F1 Score [19] The PM has results with a full score
in classification report (CR) which signifies an accuracy of 100% with precision,
recall and f1-score to be 1.0/1.0 in score, the ideal score.

Loss of 0.00 is the ideal score for the system which the PM has achieved.

Training time, Test time are more preferable with less values as they help ensure
the system is more robust and capable for immediate action.

6 Results and Discussion
The presented computation were performed using a system with 16GB RAM, a core
i7 process and an Intel series GPU, all operation were primarily performed on the
terminal using python scripting language.
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6.1 The Base Models

Table 6.1 as shown below illustrates the significant baseline models created for this
analysis, which are further configured resulting into 108 permutations of CNNs.

Table 1 The base models

CNN Loss Optimize Accuracy Precision Recall F1-score Loss Training
Configuration function function 0 1 Overall 0 1 0 1 0 1 Time

1 W, B + MaxPool Hinge SGD(0) 99 99 99.71 1.0 1.0 1.0 0.99 1.0 1.0 0.006895 2:29.33
2 W, B + MaxPool Cross Entropy SGD(0) 99 99 99.67 1.0 0.99 1.0 0.99 1.0 0.99 0.006895 2:15.35
3 MaxPool Cross Entropy SGD(0) 92 96 93.92 0.98 0.85 0.93 0.96 0.96 0.90 0.170758 3:40.21

These are:
• The CNN 3 has Cross Entropy loss function and SGD(0) optimizer.
• The CNN 2 improves drastically by 5.75% on addition of W, B.
• The CNN 1 sees a further improvement with the use of Hinge loss function.

6.2 Best Performing CNNs

• In Table 6.2, CNNs with W, B + MaxPool + Hinge loss perform well.
– CNN 1, 2 and 3: 0.00 loss is achieved with 3 of the 7 CNNs which give

full score in CR. The CNNs with run time lower than these 3 CNNs have a
negative effect on their performance. Hence, CNN 1 with Adam runs in the
fastest testing time of 108 CNNs, given it performs well.

– CNN 6: gives loss = 0.00014 with SGD(0.9).
– CNN 4 with DFc gives loss of 0.000119, CNN 5 is similar with +GMM.
– CNN 7: with AvgPool + C1P(0), the loss decreases to a slight, 0.000297.

Table 2 The Best Performing Models

CNN Loss Optimize Accuracy Precision Recall F1-score Loss Training
Configuration function function 0 1 Overall 0 1 0 1 0 1 Time

1 W, B + MaxPool Hinge Adam 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.0 2:31.95
2 GMM + W, B + MaxPool Hinge SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.0 2:25.48
3 GMM + W, B + MaxPool Hinge Adam 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.0 2:33.49
4 W, B + MaxPool + DFc Hinge SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.000119 3:50.20
5 GMM + W, B + MaxPool + DFc Hinge SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.000119 3:51.20
6 W, B + MaxPool Hinge SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.00014 2:31.76
7 W, B + C1P(0) + AvgPool Hinge SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.000297 2:34.28
8 GMM + W,B + MaxPool Cross Entropy SGD(0.9) 100 100 100 1.0 1.0 1.0 1.0 1.0 1.0 0.000346 2:16.82
9 AvgPool Cross Entropy SGD(0.9) 100 99 99.99 1.0 1.0 1.0 1.0 1.0 1.0 0.0019 2:34.80
10 GMM + W, B + MaxPool Hinge SGD 99 100 99.95 1.0 1.0 1.0 1.0 1.0 1.0 0.0012 2:34.14

• CNN 9: With AvgPool + Cross Entropy + SGD(0.9), yields a 1.0 recall, precision
and f1 score and 99.99% of accuracy with 99% accuracy of the accident data and
100% accuracy of the non-accident data.

• GMM + W, B + Hinge loss has resulted in one of the best performing CNNs.
– Only CNN 10, with SGD(0) has accuracy of non-accident dataset greater than

accuracy of accident dataset even though it is smaller in size.
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– CNN 2 with SGD(0.9) and CNN 3 with Adams yield full score in CR and 0.00
loss, and differ in training and testing time.

– CNN 8: With Cross Entropy and SGD(0.9) gives full score in CR, loss =
0.000346.

• CNNs with NLLLoss have not made it to the well performing CNNs.

6.3 Worst Performing CNNs
• In Table 3, CNN 13: With W, B + C1P(0)+ AvgPool + Cross Entropy + SGD(0.9)

performs considerably well with an overall accuracy of 99.79%, a CR tending to
1.0, and a loss=0.009001. Yet, its second highest training time (7:24 minutes)
attribute makes it amongst the worst performing CNNs.

• NLLLoss + SGD(0) is the most common duo to yield CNNs with one of the poor-
est performances when paired with W, B + DFc + MaxPool (CNN 11), AvgPool
(CNN 10), GMM + MaxPool (CNN 2) and MaxPool (CNN 1).:
– CNN 10: With AvgPool, runs with the third slowest training speed (6:15 min-

utes) and has the slowest testing speed (5.1658 seconds).
– CNN 1: With MaxPool, performs amongst the worst with 100% accuracy of

the accident data and 0% accuracy of the non-accident data.

Table 3 The Worst Performing Models

CNN Loss Optimize Accuracy Precision Recall F1-score Loss Training
Configuration function function 0 1 Overall 0 1 0 1 0 1 Time

1 MaxPool NLLLoss SGD(0) 100 0 70.63 0.71 0.00 1.0 0.00 0.83 0.00 0.580795 0:06.50
2 GMM + MaxPool NLLLoss SGD(0) 98 5 70.71 0.71 0.63 0.99 0.05 0.83 1.00 0.006895 0:02.78
3 AvgPool Hinge SGD(0) 95 60 84.75 0.85 0.85 0.95 0.6 0.9 0.71 0.3496 2:29.05
4 MaxPool NLLLoss Adam 79 98 85.07 0.99 0.67 0.79 0.99 0.88 0.8 0.672155 3:22.70
5 GMM + AvgPool Hinge SGD(0) 90 82 88.49 0.93 0.79 0.91 0.83 0.92 0.81 0.2996 2:31.56
6 AvgPool Hinge SGD(0.9) 89 88 89.21 0.95 0.78 0.9 0.88 0.92 0.83 0.2637 2:32.20
7 MaxPool Hinge SGD(0) 99 65 89.5 0.87 0.99 1.0 0.66 0.93 0.79 0.266 3:35.20
8 W, B + MaxPool + DFc Hinge Adam 99 75 92.29 0.91 1.0 1.0 0.75 0.95 0.86 0.2777 9:04.75
9 AvgPool Hinge Adam 99 77 92.63 0.91 0.98 0.99 0.77 0.95 0.86 0.3754 2:43.98
10 AvgPool NLLLoss SGD(0) 93 94 94.16 0.98 0.86 0.94 0.95 0.96 0.9 0.1677 6:15.65
11 W, B + MaxPool + DFc NLLLoss SGD(0) 95 91 94.6 0.97 0.9 0.96 0.92 0.96 0.91 0.16909 3:56.25
12 W, B + MaxPool + DFc NLLLoss Adam 98 89 96.13 0.96 0.97 0.99 0.9 0.97 0.94 0.3038 3:44.28
13 W, B + C1P(0) + AvgPool Cross Entropy SGD(0.9) 100 99 99.79 1.0 1.0 1.0 0.99 1.0 1.0 0.009001 7:24.04

• The CNN with W, B + DFc yielded 3 of the worst performing CNNs:
– With NLLLoss + Adam, CNN 12 performs better than CNN 3 for using Max-

Pool and not AvgPool.
– CNN 8: With Hinge + Adam, trains in the slowest time (over 9 seconds).

• Unlike CNN 9 of Table 6.2, CNNs using AvgPool over MaxPool have not per-
formed well when used with Hinge + SGD(0) (CNN 3), Hinge + SGD(0.9) (CNN
6), Hinge + Adam (CNN 9) and NLLLoss + SGD(0.9) (CNN 10).

• Like the CNN 10 of Table 6.2, CNN 10 with AvgPool + NLLLoss + SGD(0.9)
and CNN 4 with NLLLoss + Adam of Table 3 have yielded a higher accuracy for
non-accident dataset than the accident dataset given that the dataset of accidents
was much larger than that without accident images.
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6.4 Trends
• NLLLoss has considerably affected the CR and loss negatively.
• CNNs with W, B have significantly better performance than baseline CNNs.
• GMM + W, B tends to enhance the CNN’s performance further.
• Hinge loss function improved the CNN’s performance, especially when comple-

mented with SGD(0.9).
• SGD(0.9) has shown better results as compared to SGD(0).
• DFc increased the training time for most CNNs, hence its effect is subjective.

Fig. 3 Worst performing network - Table 3 Network 1 uses NLLLoss

Fig. 4 Best performing network - Table 6.2 Network 1 uses Hinge loss

Figure 3 and 4 show the changes in 3 graphs: The first one determines the number
of iterations on which the model is trained vs. accuracy, second depicts iteration vs.
loss, and the third depicts changes in loss with every 100 batch.

7 Conclusion
In autonomous driving, detecting vehicle collisions minimizes the risk of accidents
in real world implementable scenarios. This paper proposes a collision detection
system by forming a baseline CNN on which further models are derived with dif-
ferent configurations resulting in analysis of 108 CNNs for the possible methods to
use for vehicle accident classification on collision image dataset such that there is
maximum feature extraction. Additionally, the proposed models yield full score in
CR. Hence, the PMs are efficient, highly accurate and lossless in nature. The results
have been achieved in minimal computation cost, that is, by consuming less memory
and time making the entire system feasible for application in real world scenarios.
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